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The silicon battery’s uncontrollable volume change during the lithiation process leads to a severely decreased battery life. 
Despite such a critical drawback of the material, the unparalleled capacity potential of silicon (Si) batteries is what makes 
it the next generation’s most anticipated battery anode material. The first part of determining the capacity of a Si anode 
is the Si core itself. Our research indicated that the higher the purity of Si results in a naturally higher crystallinity status. 
When the purity of the sample was identical, monocrystalline Si proved to have higher crystallinity than polycrystalline and 
amorphous. The second part that determines the capacity is the graphite used in the composite. Natural Graphite (NG) have 
higher crystallinity values than Artificial Graphite (AG) and show more resistant properties to the crystallinity breaking 
down by milling time, which inspected by particle size analyzer, optical transmission and microscope. We reached a milling 
method of getting small particle sizes yet high crystallinity and graphene presence, which expect to improve the robustness 
of anode materials and electrochemical performances. The third part that determines coated carbon layers accommodate the 
volume change and prevents the quick loss of capacity, indicating higher crystallinity. Finally, the composites prepared with 
this method showed that higher X-ray Diffraction (XRD) and Raman Spectroscopy peaks than commercial references. We 
concluded how high crystallinity used in silicon carbon composite materials show high capacity potential with integrity in 
rechargeable battery.
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Introduction

Rechargeable Lithium-ion batteries are the key 
energy storage to many tools used in everyday life. 
Because Lithium easily reacts and holds energy, it easily 
becomes the best cathode material available to be used 
[1]. With the development of Electric Vehicles (EVs), 
high efficiency and high-capacity anodes are becoming 
a requirement to solve the long charge time and short 
driving distance from low capacity [2]. The material that 
has the spotlight is Silicon (Si). Si can store 5.5 Lithium 
(Li) Ions per atom and has 10 times higher capacity 
(4200 mAh/g) [3-5] than carbon-based materials (372 
mAh/g, LiC6) [6]. Metal Si also supports much faster 
lithiation and delithiation speeds than carbon [7].

Zhen and Stephan’s research where pure graphite 
anode displayed a dramatic drop of its capacity while 
30% Silicon anode kept a 74% capacity at a 6C rate 
[8]. However, the huge volume changes of over 300% 
when it’s fully inserted with lithium as indicated by Wei 
Wei and Gang Wang [9]. This Si volume expansion 
causes to break out of carbon layer and directly contact 
with the electrolyte. Causing the thickening of solid 

electrolyte interphase (SEI) layers and resulting in loss 
of electrolytes and electrical capacity [10]. To suppress 
Si expansion, research is actively being introduced on 
frames such as silicon oxide, porous carbon, metal alloys, 
and another way to create a robust carbon composite. In 
addition, the smaller Si particles have higher electrical 
performance and efficiency in comparison to the larger 
Si particles because of less stress per particle [11].

Silicon oxide and silicon network (SiOx) has the 
benefits of cycle stability due to the oxide frame that 
protects from lithiation expansion of silicon [12-14]. 
However, SiOx has low crystallinity and low initial 
capacity efficiency due to irreversible reaction [15-21]. 
It causes the requirement of Carbon Nanotube (CNT) or 
Graphene to increase electrical conductivity and stabilize 
the formation of the SEI layer [22-27].

Silicon and Carbon composite (Si/C) use a carbon 
shell encapsulating the silicon particles. This method 
focuses on providing space to accommodate the 
lithiation expansion [28] and has the advantage of 
the conductive carbon offering direct accessibility 
of the silicon particles, leading to higher capacity. 
However, cycle life and efficiency are less stable due 
to the vulnerable carbon shell encapsulation to silicon 
expansion [29-36].

Silicon in carbon pores (Si-C) is made with Chemical 
Vapor Deposition (CVD) coating process, silane gas 
within a pressurized chamber seeps through the carbon 
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pores and formation of amorphous silicon. Providing a 
more robust carbon frame that controls the expansion of 
silicon more effectively but has the limitation of electrical 
capacity increase due to low silicon crystallinity [37-42].

Silicon and metal alloy network (Si Alloy) is made 
by combining different Si with metal elements such 
as iron (Fe) or copper (Cu), which works as a robust 
frame for controlling the expansion of silicon [4]. The 
metal element provides a conductive bridge between 
silicon particles, but metal elements cause low initial 
capacity efficiency [44-53].

Above all silicon anode materials, higher silicon 
contents are proportional to higher electrical capacity. 
More importantly, silicon crystallinity is the key to 
achieving high electrical capacity and other composition 
materials, such as graphite and carbon crystallinity 
are also important factors. We investigated the 
crystallinity of silicon anode materials, consisting of 
Silicon Nanoparticle (SiNP), graphite, and carbon as 
a composition of Silicon/Carbon Composite. Higher 
silicon crystallinity results in higher initial capacity but 
has the limitation of lower cyclability. Lower silicon 
crystallinity has higher cyclability yet has the limitation 
of lower electrical capacity [54-57].

Crystallinity of Silicon Particles
Higher Si crystallinity has higher Li ion storage 

capacity and has lower number of impurities to reduce 
the number of irreversible reactions in battery cell. 
Fig. 1. Is the XRD spectrograph results to identify the 
crystallinity levels in relation to purity. 99% (2N) Silicon 
Nano Particles (SiNP) display the lowest XRD peak 
intensity while 99.9999% (6N) shows the highest peak 
intensity. The higher peaks indicate higher crystallinity 
levels. Mono SiNP and Poly SiNP were used for their 
high initial crystallinity levels to obtain Si with high 
crystallinity. The first milling process was done with 
the gyromixer milling and the second milling process 
was done with planetary milling. XRD was used to 

observe the effects of milling on crystallinity Fig. 2, 
increasing crystallinity leads to high capacity and cycle 
efficiency properties [58-60].

The result of the first milling process showed the 
XRD peak having near identical levels of height, but 
Mono silicon resulted in a 7% higher peak. Full width 
half maximum (FWHM) values indicate Mono SiNP 
has a value of 0.103, and Poly SiNP has a value of 
0.104 resulting a slightly less crystallinity level for Poly 
SiNP Fig. 2a. This result coincides with Shabir and 
Pokale’s research where they identified Mono Si has 
higher crystallinity levels to Poly Si by XRD peak’s 
intensity and the line’s smoothness. The first milling 
process showed us that samples with low crystallinity 
levels are affected more by the ball milling process. The 
pulverized particles were placed into planetary milling 
with higher RPM and smaller Zirconia Oxide (ZrO2) 
balls for further miniaturizing Fig. 2b. The 12 hours 
of high RPM milling damaged the high crystallinity 
properties and Mono SiNP that had higher crystallinity 
levels was more affected by the process. The resulting 

Fig. 1. XRD Spectrum of Silicon (111) by Silicon Nano Particles 
(SiNP) purity.

Fig. 2. XRD Spectrum of Silicon (111) by Silicon Nano Particles (SiNP) by crystallite types. (a) Drying milling for 12 hours with 
Gyro Mixer, 100RPM, 10 mm Zirconia balls, (b) Wet milling for additional 5 hours with Planetary Mixer, 300 RPM revolution+690 
RPM rotation, 0.6 mm Zirconia balls.
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FWHM values for Mono SiNP and Poly SiNP are 0.552 
and 0.535, respectively.

Fig. 3a, we observed the change of the particle 
sizes via optical transmittance rates. We observed the 
transmittance rates through the particle’s increasing 
surface area though miniaturization blocking the light 
source given the same weight [61, 62]. Mono SiNP and 
Poly SiNP have the optical transmittance rate difference 
of 5% after 3 hours of milling and 12% after 12 hours 
of milling, difference increasing coming from milling 
time increasing. Fig. 3b, the picture of the particle 
distribution with an optical microscope, magnification 
(27x) shows Poly SiNP has darker contrast than Mono 
SiNP. Magnification (227x) shows Poly SiNP had 
uniform distribution of particles while Mono SiNP 
has occasional clustered or congealed particles. Under 
the same milling conditions, Poly SiNP with slightly 
lower crystallinity has more pulverization, and confirms 
crystallinity affects the particle sizes.

Deschaines and Hodkiewicz’s research on using 

Raman spectrograph to research Si gives a clear example 
of the difference between the crystalline Si bands and 
Amorphous Si bands Fig. 4 [63]. Silicon created with 
CVD methods are an example of low crystallinity. Laser 
driven chemical vapor pyrolysis is used to improve 
crystallinity from amorphous to polycrystalline for 
higher electrical capacity [32].

Heat treatment has two different stages of effect 
onto the material Fig. 5. The first stage is when the 
XRD peak’s intensity increases from the removal of 
impure materials and the second stage is when the high 
temperature begins to anneal Si and potentially form 
different crystalline as suggested by Merchri and Chihi 
[64]. Heating experiments are conducted in vacuum 
which excludes the possibility to add other impure 
substances, for example oxygen, though the heating 
process [65].

Crystallinity of Graphite Particles
Graphite is composed of layers of carbon atoms 

that are arranged in six sided hexagonal rings. These 
rings are attached to other rings on their edges and 
form infinite patterns. The higher the crystallinity of 
graphite, the higher amounts of layered structures 
develop. Leading to feasible formation of stable carbon 
lithium electron pair bonds. Higher crystallinity means 
higher amount of lithium ions inserted between the 
carbon layers results in a higher discharge capacity 
[66, 67]. Graphite crystallinity in the experimentation 
progress greatly affects electrical capacity, similarly the 
crystallinity of SiNP affects the capacity of the battery. 
Welham and Berbenni show that the longer the milling 
time, the Raman graph’s 1D peak intensity grows, it 
indicates the presence of amorphous graphite [68]. 
Emphasizing the milling time in which needs to be 
taken careful consideration due to the sharp reduction 
in graphite crystallinity when extended milling time 

Fig. 3. Mono Silicon (Mono SiNP) and Poly Silicon (Poly SiNP) comparison by Milling time (a) Optical Transmittance, Optical 
Microscope (b) 27x, (c) 227x.

Fig. 4. Raman Spectra of silicon samples ranging from pure 
crystalline to one containing predominantly amorphous silicon. 
[63]



Crystallinity of silicon/carbon composite materials for rechargeable battery 1013

[69, 70].
The presence of conductive graphene scaffolding 

greatly enhanced the kinetics of charge transfer presented 
by Wenyu Zhang and Yi Zeng [71] giving reason for 
the advantages of milling and providing a graphene shell. 
Graphene nanosheets provided similar improvement the 
conductive network suggested by Li Wang and Haibo 
Wang [72, 73]. Where the graphene layer greatly reduces 
interfacial diffusion and for the formation of silicide 
[74]. For this reason, we conducted experimentations 
in graphite milling time periods and examined their 
XRD and Raman peaks. The ratio between the 1G 
and 2D peaks will suggest the potential formation of 
graphene through the process. Confirming this to be 
true will assist in the integrity of the silicon shell as 
shown by the difference in Raman spectrum provided 
by Yufeng Tang as the absence in graphene resulted 
in the peak heights of the XRD lower than the results 
with graphene [75].

400 g of Zirconia balls was placed with 5 g of 
Natural Graphite (NG). After 100 minutes of milling, 
the congealed particles that could be seen prior to milling 
were crushed and dissipated into smaller particles. The 
miniaturization of particles became more apparent when 
the amount of the balls increased to 600 g and 800 g 
respectively seen on Fig. 6. 400g of Zirconia balls 
minorly increased the crystallinity peak. Park and Lee’s 
research suggests this miniaturization will contribute to 
the increase of cycle life and initial charge capacity 
(ICE) [76]. However, increasing the Zirconia ball load 
to 600 grams resulted in a sharp 39% decrease of the 
crystallinity peak. This concluded that the crystallinity 
of NG can stably withstand certain levels of pressure 
but the structure collapses once the threshold has been 
exceeded. In all cases, NG crystal structure is proven 
to be more robust and gave the possibility to be a 
sufficiently protective material to keep the carbon shell 
intact during lithiation [77-80].

The optical transmittance rate of NG, Artificial 

Graphite (AG1) and AG2 by milling time are shown 
on Fig. 7a. When AG1 and AG2 were milled for 80 
minutes, the optical transmittance rate decreased by 15% 
and 22% in comparison to 20 minutes of milling time. 
AG2 showed more significant change than AG1 when 
milled in identical conditions, indicating it is more 
appropriate in making smaller particles in shorter time. 
Comparison between NG and AG shows the optical 
transmittance rate decreased by 10%, AG2 requires 
40 minutes of milling time while NG requires 180 
minutes of milling time. AG2 has lower crystallinity 
values than NG and needs shorter milling time for the 
optical transmittance rate to drop by 1%. This gives 
us insight into the effect of crystallinity on the optical 
transmittance rate and how high crystallinity requires 
longer milling time for the particle sizes to decrease.

Three samples of NG, AG1, and AG2 were observed 
in their pristine state with both XRD and Raman spectra. 
NG shows the highest crystallinity with the XRD 
spectrum Fig. 8a that supports the results from Fig. 7. 
The relationship between 1D, 1G, and 2D peaks were 

Fig. 5. XRD Spectrum of Silicon (111) Silicon Nano Particles (SiNP) by Heat Treatment and Carbon Coating Temperature at 1000 
℃ and 1100 ℃, (a) 99% Purity SiNP Heat Treated for 1 hour, (b) 99.9% Purity SiNP Heat Treated for 1 hour.

Fig. 6. XRD Spectrum of Graphite (002) plane, Natural Graphite 
(NG) for 100 minutes milling by the Zirconia Balls weight. 
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calculated to identify the average number of potential 
graphene layers. The results were similar across the 
board with a 2D/G ratio of 0.66. Resulting in several the 
potential of several unorderly graphene layers Fig. 8b. 
The Raman spectra confirmed by having a low 1D peak 
in comparison to AG1 and AG2, indicating the amount 
of amorphous carbon is low [81] while exhibiting a 
high 1G peak height similar to other graphite samples. 
This leads back to the XRD spectrum where the higher 
crystallinity implies the presence of graphene.

The XRD spectrum of AG1 and AG2 when milled 
for 0, 40, 60, and 80 minutes are shown on Fig. 9b 
and Fig. 9d. Both AG1 and AG2’s XRD spectrum, 
intensity greatly increases as it is milled showing large 
contrast to the steady decrease in transmittance rates 
Fig. 7a. The decrease in transmittance rates can also 
be confirmed by Fig. 7b and 7c where the amount of 

white space decreases with the increase of milling time. 
The results from Fig. 7 indicate the particle sizes are 
not necessarily related to the XRD spectrum and the 
crystallinity levels. 

The detail was observed by calculating the internal 
strain value of each crystallite to identify the cause 
Fig. 9a. The XRD spectrum’s behavior is attributed to 
the energy and heat created by the milling process that 
puts energy onto the crystals, increasing its crystallinity 
and decreasing the FWHM value of the XRD spectrum. 
A similar example is mentioned in Zhang and Zhifu’s 
research with the FWHM value of Mo decreasing and 
increasing according to different milling times [82]. 
It’s noticeable how the XRD peak increases until the 
60-minute mark and shows a sharp decline at 80 minutes 
from the collapse of its crystal structure. The energy put 
towards the crystal collapses the crystal structure from 

Fig. 7. Artificial Graphite 1 (AG1), Artificial Graphite 2 (AG2) and Natural Graphite (NG) by Milling time. (a) Optical Transmittance, 
Optical Microscope of (b) Artificial Graphite 1 (AG1), Artificial Graphite 2 (AG2) and (c) Natural Graphite (NG).

Fig. 8. Pristine Graphite of Artificial Graphite 1 (AG1), Artificial Graphite 2 (AG2) and Natural Graphite (NG). (a) XRD Spectrum 
of Graphite (002) plane, (b) Raman Spectrum.
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too much energy. When the crystallite’s size reaches 
critical at the 60-minute mark, it collapses with the 
XRD spectrum showing a significant drop as well Fig. 
9b. The detailed values of the XRD peaks are given 
in Table 1.

Natural Graphite particle size (D50) decreased from 
20 um to 5 um Fig. 10. However, no change in Raman 
Spectra indicating there was no effect of milling to its 
crystallinity. AG1 particle size (D50) decreased from 20 

um to 8 um. AG2 particle size (D50) decreased from 12 
um to 2 um. AG1 and AG2 displayed a decrease in the 
1G peak’s intensity Fig. 10a & Fig. 10b. This indicates 
the decrease in crystallinity levels. AG1 showed no 
change in 1D peak’s intensity whereas AG2 showed a 
visible decrease in 1D peak, it allows us to conclude 
AG2 potentially formed graphene during milling process 
as the 1D peak represents the amorphous.

We took Raman spectra samples from NG, AG1, 
and AG2 Fig. 10 and compared them with the mono 
layer graphene sample Fig. 11 [83]. We applied the 
four different categories of determining the formation of 
graphene suggested by Jung and Jeong [84] assuming 
the provided sample has graphene. The 2D peak 
location, the ID/IG ratio, the I2D/IG ratio, and the intensity 
levels of XRD peaks are the four factors observed to 
determine the presence of graphene on second milled 
samples. The 2D peak for the mono layer graphene is 
2680 cm-1. The milled result of NG, AG1, and AG2 
are close to this result respectively. The ratio between 

Fig. 9. (a) The Crystallite and Micro strain of Graphite by Milling Time. (a) XRD Spectrum of (002) plane and (b) XRD Spectrum 
of (101) Plane of Artificial Graphite 1 (AG1), (d) XRD Spectrum of (002) plane and (e) XRD Spectrum of (101) plane of Artificial 
Graphite 2 (AG2).

Table 1. The intensity peak of Artificial Graphite 1 (AG1) at 
(002) and (101) planes, and the ratio of (002) and (101) plane.

Time (002) Plane (101) Plane Ratio
Pristine 139,573 9,176 15.21
40 min 392,763 7,862 49.96
60 min 841,868 5,534 152.13
80 min 278,734 4,649 59.96

Fig. 10. Raman Spectrum of Graphite by milling with 100RPM, 5 mm Zirconia balls, (a) Natural Graphite (NG) for 13 hours milling, 
(b) Artificial Graphite 1 (AG1) for 80 minutes milling, (c) Artificial Graphite 2 (AG2) for 80 minutes milling.
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ID/IG ratio which indicates the number of defects in the 
graphite sample lands on 0.491, 0.593, and 0.454 which 
is close to the mono layer’s ratio of 0.576 indicating 
a low number of potential defects. This ratio has close 
relations to the potential capacity of the anode, with 
lower values having better capacity [85]. The increase 
in this ratio causes decrease in the structural stability 
of the graphite as experimented by Murugaesan and 
Gopal with 6-hour milling having the harness of 77.4 
but 12-hour milling having the hardness of 46.2 [86].

The I2D/IG ratio indicates the potential layers of 
graphene. The values of 0.676, 0.715, and 0.653 are 
indicators of multiple layers of graphene. The higher this 
number is, the more likelihood of the sample having 
fewer layers of graphene.

As the ball milling time increases, the intensity levels 
of the diffraction peaks decrease at 2θ=44.4°, 50.6°, 
and 59.8°, corresponding to (101), (102), and (003) 
planes, while the peaks increase at 2θ=26.3° and 54.6°, 
assigned to (002) and (004) planes of graphite (JCPDS 
card No. 75-1621). This is due to sliding between the 
graphene layers in graphite in an in-plane direction due 
to the ball milling.

The Raman spectrograph of the 2D peaks of Natural 
and Artificial Graphite samples that were milled for 12 
h are shown on Fig. 12a, Natural Graphite (NG) showed 
a peak shift from 2719 cm-1 to 2715 cm-1. Fig. 12b, 
Artificial Graphite (AG) showed a peak shift from 2684 
cm-1 to 2701 cm-1. The 2D-band at 2660-2680 cm−1, 
assigned to the second order of the D-band, shifts due 
to ball milling for 72 hr. The shift in the peak of the 
2D band is attributed to the thickness of the ordered 
graphite. This can be cross examined with Fig. 12c, 
from Ferrari and Basko’s research. Indicating the 2D 
peak location of milled graphite is in close location to 
the known location of graphene formation [87]. The 
evidence above can suggest the planetary milling process 
resulted in the formation of graphene from milling 
graphite. Among these three samples, AG2 showed the 
most promising potential of forming graphene.

The confirmation of the presence of graphene is an 
important detail since graphene is used as an additive 
to improve charging speeds of Li ion batteries. While 
the previously emphasized limitation of graphene is their 
preparation methods and cost [88], we were able to 
solve this aspect by confirming the formation during 
the milling process. Eliminating the concern of cost 
and process as there is no requirement to separate pure 
graphene.

Crystallinity of Carbon Particles
Some examples of coating amorphous carbon into 

crystalline silicon forming robust carbon shell showed 
high-capacity results [89]. With the protective carbon 
shell preventing the Si core from getting in touch with 
electrolytes around it. Graphite or coated carbon layers 
in large quantities accommodate the volume change and 
prevents the quick loss of capacity as well as extending 
the cycle stability [90-93]. Carbon nano fiber, nano 
Si with nano fiber composite, and carbon nano tubes 
exhibit a high initial capacity because of its porous 
web like structure as well as strong encapsulation of 
the silicon particles provides ample room to volume 
changes and provide cyclability [94-99]. This structure 

Fig. 11. Raman Spectrum of the monolayer graphene. [83]

Fig. 12. (a) Raman Spectrum of Natural Graphite (NG) before and after milling, (b) Raman Spectrum of Artificial Graphite 2 (AG2) 
before and after milling, (c) Dependence of the Raman spectra on number of layers and disorder. [87]
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is coated with a unique carbon material Lemon Energy 
devised named NanoMollisAdamasTM (NMA) that will 
form the robust protective shell. 

Our NMA sample shows the highest carbon peak 
in Fig. 13 with the label of Carbon 5. This shows its 
superior crystallinity against other reference materials 
shown in comparative XRD spectrum. Extracted 
amorphous carbon has its max peak between 22θ and 
23θ as shown by Rajan and Sampath’s research [100]. 
This coincides with the example with glassy carbon A 
and M indicating that A and M are amorphous examples. 
Carbon 4 and Carbon 5 on the other hand are from CVD 
methods. The results of these procedures placed the two 
samples onto 24 theta which is the XRD spectrum for 
crystallite carbon. We have established previously in the 
paper that higher XRD peak results in higher purity 
samples though crystallinity. Electrical capacity, initial 
coulombic efficiency, and rate performance will improve 
due to the higher crystallinity of NMA carbon shell. 
Pitch carbon is commonly used as carbon material in 
graphite and silicon anode materials. Carbon 3 in Fig. 
13, XRD spectrum of pitch carbon, which shows low 
crystallinity levels due to its amorphous nature. Pitch 
carbon is made from various sources such as coal or 
petrol tar and has properties close to soft carbon [101]. 
While also providing the benefits of elasticity and acting 
as a bonding agent [102].

Hard carbon with high temperature treatment is 
capable of greatly extending its capacity retention rate 
for up to 79% for 700 cycles, commonly used in 
capacitor applications [103-105]. The XRD spectrum 
as seen on Zhu and Gu’s research shows sharp XRD 
peaks that show similar carbon formation to Carbon 
1 through 4 [106]. This comparison signifies the 
significantly higher crystallinity levels of the NMA 
sample coating which leads to higher hardness levels 
of the carbon shell. Particle size can also affect electrical 
conductivity as experimented by Pramono and Rahman, 
as their experiment addresses the ratio of carbon within a 
composite. In composites with low percentage of carbon 
composition, smaller particle sizes showed an increase 
of conductivity [107].

Soft carbon shows contrast to hard carbon for lower 
potential capacity but higher cycling rates due to lack 
of crystallinity [108]. However, higher temperatures 
shift its properties closer to commercial graphite [109-
110]. Soft carbon made from pitch at high softening 
temperatures displays an increase in its crystallinity 
levels thus increasing its initial capacity and rate 
performance. The experimentation results show heat 
treated soft carbon at high and low temperatures. This 
displays low irreversible reactions but low capacity if 
it was treated at high temperatures. In contrast low 
temperature heat treatment results in high initial capacity 
but low cyclability due to irreversible reactions [111]. 
There were contrasting results where the higher heat 
treatment temperature has the effect of decreasing the 

potential capacity with Boron doped carbon [112].
Carbon Nanotubes (CNT) are unique in their structural 

strength combining multiple advantages such as tensile 
strength and high rigidity. Though these relative traits 
over graphite, it can demonstrate higher potential capacity 
in comparison to commercial graphite anode materials 
as seen in Jin and Sun’s research. The inclusion of 5 
wt% and 10 wt% CNT into LiFePO4 displayed a steady 
cycling performance in higher C rates [113, 114]. The 
example the CNT provided by Ngoma and Mathaba 
shows that it has high XRD peaks [115]. It can be 
utilized as an additive material to increase the robustness 
and higher electrical conductivity for all cases of silicon 
anode material structures [116-119].

Graphene has a web like composition that can consist 
of single to multiple layers. The fewer layers give 
graphene has more flexible and robust structure. The 
creation process results in high crystallinity leading to 
high potential electric conductivity. Like CNTs, it can be 
utilized as additive materials to increase the robustness 
of Si anode material structures [120].

Crystallinity of Silicon/Carbon Composite Particles
Silicon and graphite were milled together to observe 

the effects of milling towards compounds. The results 
from milling experiments were tested with light 
transmittance rates and XRD spectrum. Overall, longer 
milling times show the decrease of particle sizes as seen 
in Fig. 14. This can be compared with Fig. 7 where it 
held only graphite. The decrease of transmittance rate is 
similar as it decreased by 20 over 60 minutes, which 
indicates that the rate is not affected by the presence 
of silicon particles.

In contrast, the inclusion of SiNP into graphite milling 
greatly affected the XRD spectrum as shown in Fig. 
15b. In comparison to Fig. 9b, the relative height of 
the peaks greatly diminished to less than 1%. This is 

Fig. 13. XRD Spectrum of carbon materials. Carbon 1 through 3 
represents carbons by methane, pitch, acetylene and Carbon 4 and 
5 represents NanoMollisAdamas, Lemon Energy Inc. product.
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because the harder silicon particles collide into the 
graphite particles during milling process, causing more 
direct energy onto the graphite particles even in short 
milling times [121-123]. 

In contrast to the sharp fall of the graphite XRD 
peaks, SiNP peaks increased the longer it was milled. 
This can be attributed to the sealed environment and 
the High Energy Ball Milling (HEBM) removing the 
impurities from the surface of the SiNP. This result is 
in contrast to the result from Parajina and Pascal’s or 
Patino and Tellez’s research. However, this research 
utilized chrome steel as the bowl and stearic acid or 
cyclohexane as mediums and longer milling time while 
our research was done within sealed normal atmosphere 
in shorter duration [124]. 

Chemical Vapor Deposition (CVD) method was 
used to pyrolyze methane (CH4) gas into carbon and 
hydrogen. CH4 being a reliable carbon source supporting 
33% of carbon contents. This method provides stability 
and high conductivity through a uniform distribution 

of materials and provides the ability to fine tune the 
input rate, temperature, and the thickness of the applied 
material [125-127].

The amount of C coated onto Si is affected by 
multiple factors. Temperature is a major factor from 
the pyrolysis rate of methane gas as it exponentially 
increases with temperature [128-130]. Internal pressure 
of the chamber is also a key factor as the pyrolysis 
rate of methane steeply drops at high pressure. The 
Back Pressure Regulator (BPR) assists in making sure 
the internal pressure of the chamber does not hinder 
the pyrolysis rate.

The temperature of the tube furnace was increased to 
1000 ℃, 1050 ℃, and 1100 ℃ to test the effects of 
temperature. Methane gas was injected into the quartz 
tube at a pressure of 0.5 SLPM (Standard Liter Per 
Minute) for 40, 60, 120 minutes to test the effects 
of temperature Fig. 16 [131-133]. The result of the 
above process is a nanostructure encapsuling silicone 
with carbon [94]. The thickness of the coating was 

Fig. 14. Silicon Nano Particle (SiNP) and Artificial Graphite 1 (AG1) composite by Milling time, (a) Optical Transmittance, (b) 
Optical Microscope 27x, 227x.

Fig. 15. XRD Spectrum of (a) Silicon (111) plane, and (b) Graphite (002) plane by Silicon Nano Particles (SiNP) and Artificial 
Graphite (AG1) composite by Milling time.
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measured by grams of carbon per 1 gram of silicon 
particles. 1100 ℃ showed the thickest carbon layer in 
a set amount of time. Comparable results are presented 
in the paper written by Son and Park as it displays how 
time and temperature affects the carbon coating. Pristine 
Si has been exposed to H2 and CH4 at a temperature 
of 1000 ℃ and 1100 ℃. The difference can be seen 
in the XRD spectrum that for 1000 ℃, while the SiOx 
peak predominately shows itself, the carbon peak is 
not visibly present. The XRD spectrum provided for 
1100 ℃ displays the increasing XRD peak of carbon 
between 10 and 30 minutes [134].

The correlation between the amount of carbon coating 
with particle’s D50 size can be observed on Fig. 17. 
The increase of carbon coating amount on to Si particles 

results in the increase of D50 sizes and transmittance 
rates. This graph can relate to Fig. 16 to see the increased 
amount of carbon coated per gram is proportional to 
the time coated. The steep increase of transmittance rate 
from 0.3 g to 0.4 g implies the increase of particle size 
and the thickness increase of the carbon shell is much 
faster with the increase of temperature.

High temperature during processing leads to an 
increase in the SiNP’s XRD patterns [135-139]. While 
the example given was for silicon nanosheets, this can 
be proven the same for SiNP with XRD graphs of 
our experiments Fig. 18. This result suggested that a 
temperature range between 1000 ℃ and 1100 ℃ was 
ideal for our experiments as 1000 ℃ showed higher 
crystallinity than 1100 ℃ thus a higher chance to be 
a more suitable solution in protecting the core shell. 
Mikito and Humihiko research also shows Si’s XRD 
intensity increasing when annealed at high temperatures.

The shifts in the XRD spectrum of the milled silicon 
material in Fig. 19 can be attributed to the defects 
introduced during planetary milling. According to the 
research of Takashi Sawabe and Masafumi Akiyoshi, 
the higher temperatures of heat treatment could recover 
the shifts to their original locations [140]. However, we 
observed shifts in the XRD spectrum peak after carbon 
coating. We added graphite into the silicon mix before 
milling because graphite reduces surface friction [141-
143]. The addition of graphite to SiNP reduced the shift 
of the XRD spectrum as seen in Fig. 19b. The SiNP that 
included graphite shifted much less than the SiNP that 
did not include graphite. Giving us the insight that the 
addition of graphite protects the integrity of the SiNP. 

Silicon and graphite peaks showed no meaningful 
change in the XRD spectrum peak with the increase of 
the thickness of the carbon coating Fig. 20. This would 

Fig. 16. Silicon Anode materials, carbon coating weight by 
Carbonization Temperature, Methane used for the source of 
carbon and fixed gas pressure, Coating weight measured by 
carbon grams per one gram of SiNP. 

Fig. 17. Silicon Anode Materials, (a) Particle size and Optical Transmittance, (b) Average Volume at True density 2.44 g/cm3, (c) 
Optical Microscope 27x, 227x. 
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indicate that the amorphous carbon added to SiNP does 
not impact crystallinity.

The Raman spectra result of the carbon coated sample 
SiNP (99%) is shown in Fig. 21b. The first peak at 520 
cm-1 represents Si, the 1D peak at 1351 cm-1 represents 
the presence of amorphous carbon layer made from 
CH4 gas. The presence of the relatively lower 1G peak 

supports the higher ratio of amorphous carbon like the 
example of faulty graphene samples. 

However, the 2D peak that can be seen in Fig. 
21 is different to Raman spectra examples where it 
displays graphite with complete absence of graphene 
and the shown Raman spectra peaks are much lower 
in comparison [144]. It has been established there is a 

Fig. 18. XRD Spectrum of Silicon (111) plane of Silicon Anode materials at 1000 ℃ and 1100 ℃ Carbon Coating Temperature, 
(a) 1 hour coating, (b) 2 hours coating. 

Fig. 19. XRD Spectrum shift of Silicon (111) plane by Graphite presence. Carbon coated at 1100 ℃ and coating time has 20 and 
40 minutes on Silicon Nano Particles (SiNP), (a) Without Graphite, (b) With Graphite.

Fig. 20. XRD Spectrum of (a) Silicon (111) plane, and (b) Graphite (002) plane carbon coated weight from 0.1 to 0.4 grams on one 
gram of SiNP.
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high chance of graphene forming through the milling 
process, the 2D peak represents the presence of graphene 
even after the carbon coating process [145]. 

The comparisons among silicon carbon composite 
anode materials, Lemon Energy’s experimental products 
1, 2 and market products 3, 4 are shown in Fig. 21a. 
The significantly higher silicon peaks, experimental 
1&2, represent high purity SiNP has good crystallinity. 
Fig. 21b represents the Raman Spectra of Experimental 
1 sample. G peak means sp2 bonding of graphite, 
and D peak is related to disordered structure such 
as diamond-like or amorphous carbon, so the degree 
of structural disorder can be quantified as ID/IG ratio 
[146]. Experimental 1 has an ID/IG of 1.61, indicating 
that very amorphous carbon is coated on silicon. The 
relative height of the 1G and 2D peak suggests that the 
graphene formation prior to the carbon coating process, 
which is diminished in intensity due to amorphous 
layer. However, the presence of the 2D peak signifies 
the existence of graphene, which will be expected 
to improve the robustness of anode materials and its 
electrochemical performance.

Conclusion and Future Works

Higher purity of silicon results in a naturally higher 
crystallinity. If the purity of the sample is identical, 
monocrystalline Si proved to have higher crystallinity 
than polycrystalline Si. Natural Graphite (NG) has higher 
crystallinity than Artificial Graphite (AG) and show more 
resistant properties to the crystallinity breaking down by 
milling time inspected by the particle size analyzer, 
optical transmission rates, and optical microscope. We 
reached a milling method of getting small particle sizes 
yet high crystallinity. The composites prepared with this 
method showed higher XRD and Raman spectra peaks 
than reference materials indicating their crystallinity is 
higher. We concluded how crystallinity used in silicon 
carbon composite anode materials show high electrical 

capacity potential with integrity of cycle efficiency in 
rechargeable battery. Going forward from this research, 
we will observe the electrochemical properties and 
performance by using half-cell and full-cell to confirm 
crystallinity dependence. 
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